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CHAPTeR 7

You Can’t Say That on the 
Internet
Guarding the Frontiers of Digital 
Expression

Child Sex Trafficking Goes Digital

M. A. was 13 years old when she snuck off to a back-to-school party with 
some friends. Then she disappeared for 270 days.1 After months of desperate 
searching, her mother clicked on an ad for “escort” services on the website 
backpage.com and found a photo of her daughter being offered for sex, 
along with other girls. The ads used heart emojis to pitch the girls’ youth 
and innocence—and an umbrella emoji if the ground rules required the use 
of condoms.

After being abducted, M. A. had been sold for forcible sex multiple times 
a day. To gain control of her, the pimps had beaten and stabbed her. They 
addicted her to drugs, so that even after her mother rescued her, she ran 
back to her captors to feed her dependency. According to the National  Center 
for Missing and Exploited Children, there are thousands—likely tens of 
 thousands—of similarly abused victims of child sex trafficking.2

Until it was shut down in 2017, backpage.com was the favored site for 
online child sex trafficking. Most of the ads in its “Adult” section were for sex 
of one kind or another, and a significant number of those suggested that the 
sex being offered was with a minor child.

Child sex trafficking did not begin with the Internet, but the Internet has 
made it easy, efficient, and highly profitable. An ad lists a phone number to 
call; arrangements are made between the client and a pimp or the child  herself 
or himself; the pimp can schedule the child in half-hour blocks and move the 
child from place to place. As observed in the documentary I Am Jane Doe, the 
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horrifying efficiency of digital sex trafficking—some girls are sold as many as 
20 times a day—makes it more profitable than the drug trade.

M. A.’s mother and the parents of other trafficked children sued backpage.
com. There was no question that sex with minor children is illegal every-
where. And yet backpage.com won every legal case brought against it for 
facilitating child sex trafficking. It even won a case it brought against Illinois 
sheriff Thomas Dart, who had prevailed upon credit card companies to stop 
accepting payments for services offered in backpage.com.3 The site got the 
court to restore its credit card privileges. In every case, the basic logic was the 
same for the findings in favor of backpage.com: The site was a publisher, not 
a sex trafficker. In the United States, publishers have a lot of latitude in terms 
of what they can publish—and digital publishers enjoy some extra protections.

M. A.’s mother was understandably bewildered that the justice system con-
sidered the website blameless for the trauma her daughter had experienced. 
Some of the nation’s top lawyers took similar cases against backpage.com 
and lost them all. It took three years before federal agents finally shut down 
 backpage.com—for money-laundering, among other things—and a judge dis-
missed backpage’s suit against Sheriff Dart.4

What law could possibly immunize Backpage’s flagrant invitations to buy 
children for sex? Ironically, something called the Communications Decency 
Act (CDA). The CDA says, in essence, that a website isn’t responsible for 
content that it posts that was written by others. This part of the CDA was 
designed to protect newspapers and blogs with comment sections, so the edi-
tors wouldn’t have to check all the wild claims and misstatements offered by 
members of the public.

This chapter is the story of the dilemmas created when pre-Internet meta-
phors for speaking, writing, and publishing are applied to a medium in which 
everyone can participate. The explosion in digital communications has con-
founded long-held assumptions about human relationships—how people meet, 
how they come to know each other, and how they decide if they can trust each 
other. At the same time, the explosion in digital information has put at the 
fingertips of millions material that only a few years ago no one could have 
found without great effort and expense. Anyone can tell a story on a web 
page, in photographs and videos, and via posts to social networks. Political 
dissidents in Chinese Internet cafés can (if they dare) read pro-democracy 
blogs. People all around the world who are ashamed about their illnesses, 
starved for information about their sexual identity, or eager to connect with 
others of their minority faith can find facts, opinion, advice, and compan-
ionship. And children too small to leave home by themselves can see lurid 
pornography on their families’ home computers. Can societies control what 
their members see and to whom they talk?
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Metaphors for Something Unlike Anything Else

The latest battle in a long war between conflicting values is the SESTA–FOSTA 
package—the Stop Enabling Sex Traffickers Act, coupled with the Allow States 
and Victims to Fight Online Sex Trafficking Act. Passed into law in April 
2018,5 it amended the Communications Decency Act to assign some liability 
to sites that knowingly facilitate sex trafficking. It did so at the cost of lim-
iting certain forms of speech on the Internet in ways arguably inconsistent 
with First Amendment protections of free speech. Since SESTA–FOSTA says 
nothing about the traffickers themselves—their activities were already  illegal—
critics (including some in law enforcement) argued that it might simply drive 
the trafficking business underground or, to be precise, back into dark alleys. 
The moral victory over sleazy sites like backpage.com, and the satisfaction 
at seeing their owners pay a price, may come at a price not only to free 
expression but to the children being trafficked, if the commerce moves off the 
Internet, where at least it can be monitored. The politicians may proclaim that 
they have done something about child sex trafficking, but perhaps all they 
have done is to hide it from view. Indeed, within months of the passage of 
SESTA–FOSTA, reports began to appear that sex workers, unable to commu-
nicate with their clients electronically, were returning to the age-old and far 
more dangerous practice of soliciting them on the streets, under the direction 
of pimps.6 At the same time, SESTA–FOSTA creates liability for the proprietors 
of online networks who can’t monitor their every user and establishes a prec-
edent for restrictions on other forms of disfavored speech.

SESTA-FOSTA was resisted because of concerns that it might affect much 
more of the Internet than the disreputable sites to which it was meant to 
respond. This controversy is the latest in a series of conflicts set off by the 
Internet’s unprecedented communications capabilities. On the one hand, soci-
ety has an interest in protecting children, and the Internet brings torrents of 
digital information of every kind directly into our households. On the other 
hand, society has an interest in maximizing open communication. The U.S. 
Constitution largely protects the freedom to speak and the right to hear. Over 
and over, society has struggled to find a metaphor for electronic communica-
tion that captures the ways in which it is the same as the media of the past and 
the ways in which it is different. Laws and regulations are built on traditions; 
only by understanding the analogies can the speech principles of the past 
be extended to the changed circumstances of the present—or be consciously 
transcended.

What laws should apply? The Internet is not exactly like anything else. If 
you put up a website, that is something like publishing a book, so perhaps the 
laws about books should apply. But that was Web 1.0—a way for “publishers” 
to publish and viewers to view. In today’s digital universe, sites and services 
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such as Facebook change constantly in response to user postings. If you 
send a text message, or contribute to a blog, that is something like placing a 
telephone call, or maybe a conference call, so maybe laws about telephones 
should be the starting point. Neither metaphor is perfect. Maybe television is 
a better analogy, since browsing the Web is like channel surfing—except that 
the Internet is two-way, and there is no limit to the number of “channels.”

Underneath the web and application software is the Internet itself. The 
Internet just delivers packets of bits, not knowing or caring whether they 
are parts of books, movies, text messages, or voices, nor whether the bits 
will wind up in a web browser, a telephone, or a movie projector. John Perry 
Barlow, former lyricist for the Grateful Dead and co-founder of the Electronic 
Frontier Foundation, used a striking metaphor to describe the Internet as it 
burst into public consciousness in the mid-1990s. The world’s regulation of 
the flow of information, he said, had long controlled the transport of wine 
bottles. In “meatspace,” the physical world, different rules applied to books, 
postal mail, radio broadcasts, and telephone calls—different kinds of bottles. 
Now the wine itself flowed freely through the network, nothing but bits freed 
from their packaging. Anything could be put in, and the same kind of thing 
would come out. But in between, it was all the same stuff—just bits. What are 
the rules of cyberspace? What are the rules for the bits themselves?7

When information is transmitted between two parties, whether the infor-
mation is spoken words, written words, pictures, or movies, there is a source 
and a destination. There may also be some intermediaries. In a lecture hall, 
the listeners hear the speaker directly, although whoever provided the hall 
also played an important role in making the communication possible. Books 
have authors and readers, but also publishers and booksellers in between. It 
is natural to ascribe similar roles to the various parties in an Internet com-
munication, and, when things go wrong, to hold any and all of the parties 
responsible.

The Internet has a complex structure. The source and destination may be 
friends texting each other, they may be a commercial website and a cus-
tomer sitting at home, or they may be one office of a company sending a 
mockup of an advertising brochure to another office halfway around the 
world. The source and destination each has an ISP. Connecting the ISPs are 
routing switches, fiber-optic cables, satellite links, and so on. A packet that 
flows through the Internet may pass through devices and communication 
links owned by dozens of different parties. In the style of Jonathan Zittrain, 
we’ll depict the collection of devices that connect the ISPs to each other as a 
cloud. As shown in Figure 7.1, speech on the Internet goes from the source to 
an ISP, into the cloud, out of the cloud to another ISP, and to its destination.
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FIGURE 7.1 Where to regulate the Internet? (Based on figure by Jonathan Zittrain)

If a government seeks to control speech, it can attack at several different 
points. It can try to control the speaker or the speaker’s ISP, by criminalizing 
certain kinds of speech. But that won’t work if the speaker isn’t in the same 
country as the listener. It can try to control the listener, by prohibiting pos-
session of certain kinds of materials. In the United States, using copyrighted 
software without an appropriate license is unlawful because software can’t be 
used without being copied. Also unlawful is distribution of other copyrighted 
material with the intent to profit. If citizens have reasonable privacy rights, 
however, it is hard for the government to know what its citizens have. In a 
society such as the United States, where citizens have reasonable rights of due 
process, one-at-a-time prosecutions for possession are unwieldy. As a final 
alternative, the government can try to control the intermediaries.

Very early, defamation laws had to adapt to the Internet. In the United 
States, speech is defamatory if it is false, communicated to third parties, and 
damages one’s reputation.

In the physical world, when the speaker defames someone, the intermedi-
aries between the speaker and the listener sometimes share responsibility with 
the speaker—and sometimes not. If we defame someone in this book, we could 
be sued, but so could the book’s publisher, which might have known that what 
we were writing was false. On the other hand, the truckers who transported 
the book to the bookstore probably aren’t liable, even though they too helped 
get our words from us to our readers. Are the various electronic intermediaries 
more like publishers or truckers? The cases against backpage.com rest on the 
answer to this question.
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Society has struggled to identify the right metaphors to describe the par-
ties to an electronic communication. To understand this part of the story 
of electronic information, we have to go back to pre-Internet electronic 
communication.

Publisher or Distributor?

CompuServe was an early provider of computer services, including bulle-
tin boards and other electronic communities users could join for a fee. One 
of these fora, Rumorville USA, provided a daily newsletter of reports about 
broadcast journalism and journalists. CompuServe didn’t screen or even col-
lect the rumors posted on Rumorville. It contracted with a third party, Don 
Fitzpatrick Associates (DFA), to provide the content. CompuServe simply 
posted whatever DFA provided, without reviewing it. And for a long time, no 
one complained.

In 1990, a company called Cubby, Inc. started a competing service, Skut-
tlebut, which also reported gossip about TV and radio broadcasting. Items 
appeared on Rumorville describing Skuttlebut as a “new start-up scam” and 
alleging that its material was being stolen from Rumorville. Cubby cried foul 
and went after CompuServe, claiming defamation. CompuServe acknowl-
edged that the postings were defamatory but claimed it was not acting as a 
publisher of the information—just a distributor. It simply was sending on to 
subscribers what other people gave it. It wasn’t responsible for the contents, 
any more than a trucker is responsible for libel that might appear in the mag-
azines he handles.

What was the right analogy? Was CompuServe more like a newspaper or 
more like the trucker who transports the newspaper to its readers?

DEFAMING PUBLIC FIGURES

Damaging statements about public figures, even if false, are not defamatory 
unless they were made with malicious intent. This extra clause protects news 
media against libel claims by celebrities who are offended by the way the 
press depicts them. What President Donald Trump described as America’s 
“very weak” libel laws8 are barely 50 years old, however. The pivotal case was 
New York Times Co. v. Sullivan,9 in which the newspaper was sued by officials 
in Alabama on the basis of a pro-civil-rights advertisement it published. The 
story is detailed, along with a readable history of the First Amendment, in 
Make No Law by Anthony Lewis.10 For a later account of First Amendment 
struggles, see Anthony Lewis’s Freedom for the Thought That We Hate.11
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More like the trucker, ruled the court. A long legal tradition held distribu-
tors blameless for the content of the publications they delivered. Distributors 
can’t be expected to have read all the books on their trucks. Grasping for a 
better analogy, the court described CompuServe as “an electronic for-profit 
library.” Distributor or library, CompuServe was independent of DFA and 
couldn’t be held responsible for libelous statements in what DFA provided. 
The case of Cubby v. CompuServe12 was settled decisively in CompuServe’s 
favor. Cubby might go after the source, but that wasn’t CompuServe. Compu-
Serve was a blameless intermediary.

When Cubby v. CompuServe was decided, providers of computer services 
everywhere exhaled. If the decision had gone the other way, electronic dis-
tribution of information might have become a risky business that few dared 
to enter. Computer networks created an information infrastructure unprece-
dented in its low overhead. A few people could connect tens of thousands, 
even millions, to each other at very low cost. If everything disseminated had 
to be reviewed by human readers before it was posted, to ensure that any 
damaging statements were truthful, its potential use for participatory democ-
racy would be severely limited. For a time, a spirit of freedom ruled.

Neither Liberty nor Security

“The law often demands that we sacrifice some liberty for greater security. 
Sometimes, though, it takes away our liberty to provide us less security.”13 So 
wrote law professor Eugene Volokh in the fall of 1995, commenting on a court 
case that looked similar to Cubby v. CompuServe, but in one crucial respect 
wasn’t the same.

Prodigy was a provider of computer services, much like CompuServe. But 
in the early 1990s, as worries began to rise about the sexual content of mate-
rials available online, Prodigy sought to distinguish itself as a family-oriented 
service. It pledged to exercise editorial control over the postings on its bulletin 
boards. “We make no apology,” Prodigy stated, “for pursuing a value system 
that reflects the culture of the millions of American families we aspire to 
serve. Certainly no responsible newspaper does less.” Prodigy’s success in the 
market was due in no small measure to the security families felt in accessing 
its fora, rather than the anything-goes sites offered by other services.

One of Prodigy’s bulletin boards, called “Money Talk,” was devoted to 
financial services. In October 1994, someone anonymously posted comments 
on Money Talk about the securities investment firm Stratton Oakmont. The 
firm, said the unidentified poster, was involved in “major criminal fraud.” Its 
president was “soon to be proven criminal.” The whole company was a “cult 
of brokers who either lie for a living or get fired.”14
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Stratton Oakmont sued Prod-
igy for libel, claiming that Prodigy 
should be regarded as the publisher 
of these defamatory comments. It 
asked for $200 million in damages. 
Prodigy countered that it had zero 
responsibility for what its posters 
said. The matter had been settled 
several years earlier by the Cubby v. 
CompuServe decision. Prodigy wasn’t  

the publisher of the comments, just the distributor.
In a decision that stunned the Internet community, a New York court ruled 

otherwise. By exercising editorial control in support of its family-friendly 
image, said the court, Prodigy became a publisher, with the attendant respon-
sibilities and risks. Indeed, Prodigy had likened itself to a newspaper publisher 
and could not at trial claim to be something less.

It was all quite logical, as long as the choice was between two metaphors: 
distributor or publisher. In reality, though, a service provider wasn’t exactly 
like either. Monitoring for bad language was a pretty minor form of editorial 
work. That was a far cry from checking everything for truthfulness.

Be that as it may, the court’s finding undercut efforts to create safe districts 
in cyberspace. After the decision, the obvious advice went out to bulletin 
board operators: Don’t even consider editing or censoring. If you do, Stratton 
Oakmont v. Prodigy means you may be legally liable for any malicious false-
hood that slips by your review. If you don’t even try, Cubby v. CompuServe 
means you are completely immune from liability.

This was fine for the safety of the site operators, but what about the public 
interest? Freedom of expression was threatened, since fewer families would 
be willing to roam freely through the smut that would be posted. At the same 
time, security would not be improved, since defamers could always post their 
lies on the remaining services with their all-welcome policies.

The Nastiest Place on Earth

Every communication technology has been used to control, as well as to facil-
itate, the flow of ideas. Barely a century after the publication of the Gutenberg 
Bible, Pope Paul IV issued a list of 500 banned authors. In the United States, 
the First Amendment protects authors and speakers from government inter-
ference: “Congress shall make no law…abridging the freedom of speech, or 
of the press.” But First Amendment protections are not absolute. No one has 
the right to publish obscene materials. The government can destroy materials 

The saga of Stratton Oakmont 
was dramatized in the 2013 film 
The Wolf of Wall Street, produced 
by Martin Scorsese and starring 
 Leonardo DiCaprio. The film’s por-
trayal of Stratton Oakmont aligns 
with the claims made by Money 
Talk’s anonymous poster.
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it judges to be obscene, as postal authorities did in 1918 when they burned 
magazines containing excerpts of James Joyce’s Ulysses.

What exactly counts as obscene has been a matter of much legal wrangling 
over the course of U.S. history. The prevailing standard today is the one the 
Supreme Court used in 1973 in deciding the case of Miller v. California, which 
is therefore called the Miller test.15 To determine whether material is obscene, 
a court must consider the following:

1. Whether the average person, applying contemporary community stan-
dards, would find that the work, taken as a whole, appeals to the pruri-
ent interest

2. Whether the work depicts or describes, in a patently offensive way, sex-
ual conduct specifically defined by the applicable state law

3. Whether the work, taken as a whole, lacks serious literary, artistic, polit-
ical, or scientific value

Only if the answer to each part is “yes” does the work qualify as obscene. 
The Miller decision was a landmark because it established that there are no 
national standards for obscenity. There are only “community” standards, 
which could be different in Mississippi than in New York City. But there were 
no computer networks in 1973. What is a “community” in cyberspace?

In 1992, the infant World Wide Web was hardly worldwide, but many 
Americans were using dial-up connections to access information on central-
ized electronic bulletin boards. Some bulletin boards were free and united 
communities of interest—lovers of baseball or birds, for example. Others dis-
tributed free software. Bob and Carleen Thomas of Milpitas, California, ran a 
different kind of bulletin board, called Amateur Action. In their advertising, 
they described it as “The Nastiest Place on Earth.”

For a fee, anyone could download images from Amateur Action. The pic-
tures were of a kind not usually shown in polite company but readily avail-
able in magazines sold in the nearby cities of San Francisco and San Jose. The 
Thomases were raided by the San Jose police, who thought they might have 
been distributing obscene materials. After looking at their pictures, the police 
decided that the images were not obscene by local standards.

Bob and Carleen were not indicted, and they added this notice to their 
bulletin board: “The San Jose Police Department as well as the Santa Clara 
County District Attorney’s Office and the State of California agree that Ama-
teur Action BBS is operating in a legal manner.”16

Two years later, in February 1994, the Thomases were raided again, and 
their computer was seized. This time, the complaint came from Agent David 
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Dirmeyer, a postal inspector—in western Tennessee. Using an assumed name, 
Dirmeyer had paid $55 and had downloaded images to his computer in Mem-
phis. Nasty stuff indeed, particularly for Memphis: bestiality, incest, and sado-
masochism. The Thomases were arrested. They stood trial in Memphis on 
federal charges of transporting obscene material via common carrier and via 
interstate commerce. They were convicted by a Tennessee jury, which con-
cluded that their Milpitas bulletin board violated the community standards of 
Memphis. Bob was sentenced to 37 months incarceration and Carleen to 30.

The Thomases appealed their conviction, on the grounds that they could 
not have known where the bits were going and that the relevant community, 
if not San Jose, was a community of cyberspace. The appeals court did not 
agree. Dirmeyer had supplied a Tennessee postal address when he applied for 
membership in Amateur Action. The Thomases had called him at his Memphis 
telephone number to give him the password; they had known where he was. 
The Thomases, concluded the court, should have been more careful where 
they sent their bits, once they started selling them out of state. Shipping the 
bits was just like shipping a videotape by UPS (a charge of which the Thom-
ases were also convicted).17 The laws of meatspace applied to Cyberspace—and 
one city’s legal standards sometimes applied thousands of miles away.

The Most Participatory Form of Mass Speech

Pornography was part of the electronic world from the moment it was possible 
to store and transmit words and images. The Thomases learned that bits were 
like books, and the same obscenity standards applied.

In the mid-1990s, something else happened. The spread of computers and 
networks vastly increased the number of digital images available and the 
number of people viewing them. Digital pornography became not just the 
same old thing in a new form; it seemed to be a brand-new thing because 
there was a lot of it, and it was easy to obtain in the privacy of the home. 
Nebraska Senator James Exon attached an anti-Internet-pornography amend-
ment to a telecommunications bill, but it seemed destined for defeat on civil 
liberties grounds. And then all hell broke loose.

On July 3, 1995, Time Magazine blasted “CYBERPORN” across its cover. 
The accompanying story, based largely on a single university report, stated:

What the Carnegie Mellon researchers discovered was: THERE’S AN 
AWFUL LOT OF PORN ONLINE. In an 18-month study, the team sur-
veyed 917,410 sexually explicit pictures, descriptions, short stories, 
and film clips. On those Usenet newsgroups where digitized images are 
stored, 83.5% of the pictures were pornographic.18
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The article later noted that this statistic referred to only a small fraction 
of all data traffic but failed to explain that the offending images were mostly 
on limited-access bulletin boards, not openly available to children or anyone 
else. It mentioned the issue of government censorship, and it quoted John 
Perry Barlow on the critical role of parents. Nonetheless, when Senator Chuck 
Grassley of Iowa read the Time Magazine story into the Congressional Record, 
attributing its conclusions to a study by the well-respected Georgetown Uni-
versity Law School, he called on Congress to “help parents who are under 
assault in this day and age” and to “help stem this growing tide.”

Grassley’s speech, and the circulation in the Capitol building of dirty pic-
tures downloaded by a friend of Senator Exon, galvanized the Congress to 
save the children of America. In February 1996, the Communications Decency 
Act (CDA) passed almost unanimously and was signed into law by President 
Clinton.

The CDA made it a crime to use “any interactive computer service to dis-
play in a manner available to a person under 18 years of age, any comment, 
request, suggestion, proposal, image, or other communication that, in context, 
depicts or describes, in terms patently offensive as measured by contempo-
rary community standards, sexual or excretory activities or organs.” Criminal 
penalties would also fall on anyone who “knowingly permits any telecommu-
nications facility under such person’s control to be used” for such prohibited 
activities. And finally, it criminalized the transmission of materials that were 
“obscene or indecent” to persons known to be under 18.

These “display provisions” of the CDA vastly extended existing anti- 
obscenity laws, which already applied to the Internet. The dual prohibitions 
against making offensive images available to a person under 18 and against 
transmitting indecent materials to persons known to be under 18 were unlike 
anything that applied to print publications. “Indecency,” whatever it meant, 
was something short of obscenity, and only obscene materials had been illegal 
prior to the CDA. A newsstand could tell the difference between a 12-year-old 
customer and a 20-year-old, but how could anyone check ages in cyberspace?

When the CDA was enacted, John Perry Barlow saw the potential of the 
Internet for the free flow of information challenged. He issued a now-classic 
manifesto against the government’s effort to regulate speech:19

Governments of the Industrial World, you weary giants of flesh and 
steel, I come from Cyberspace, the new home of Mind. On behalf 
of the future, I ask you of the past to leave us alone. You have no 
sovereignty where we gather.…We are creating a world that all may 
enter without privilege or prejudice accorded by race, economic power, 
military force, or station of birth. We are creating a world where any-
one, anywhere may express his or her beliefs, no matter how singular, 
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without fear of being coerced into silence or conformity.…In our world, 
all the sentiments and expressions of humanity, from the debasing to 
the angelic, are parts of a seamless whole, the global conversation of 
bits.…[Y]ou are trying to ward off the virus of liberty by erecting guard 
posts at the frontiers of Cyberspace.

Brave and stirring words, even if the notion of cyberspace as a “seam-
less whole” had already been rendered doubtful. At a minimum, bits had 
to meet different obscenity standards in Memphis than in Milpitas, as the 
Thomases had learned. In fact, the entire metaphor of the Internet as a “space” 
with “frontiers” was fatally flawed, and misuse of that metaphor continues to 
plague laws and policies to this day.

Civil libertarians joined the chorus challenging the Communications 
Decency Act. In short order, a federal court and the U.S. Supreme Court ruled 
in the momentous case of ACLU v. Reno. The display provisions of the CDA 
were unconstitutional. “The Government may only regulate free speech for a 
compelling reason,” wrote Judge Dalzell in the district court decision, “and in 
the least restrictive manner.” It would chill discourse unacceptably to demand 
age verification over the Internet from every person who might see material 
that any adult has a legal right to see.

The government had argued that the authority of the Federal Communica-
tions Commission (FCC) to regulate the content of TV and radio broadcasts, 
which are required not to be “indecent,” provided an analogy for government 
oversight of Internet communications.

The courts disagreed. The FCC analogy was wrong, they ruled, because the 
Internet was far more open than broadcast media. Different media required 
different kinds of laws, and the TV and radio laws were more restrictive than 
laws were for print media or should be for the Internet. Judge Dalzell wrote:

I have no doubt that a Newspaper Decency Act, passed because 
Congress discovered that young girls had read a front page article in 
the New York Times on female genital mutilation in Africa, would 
be unconstitutional.…The Internet may fairly be regarded as a never- 
ending worldwide conversation. The Government may not, through the 
CDA, interrupt that conversation. As the most participatory form of 
mass speech yet developed, the Internet deserves the highest protection 
from governmental intrusion.20

The CDA’s display provisions were dead. In essence, the court was unwill-
ing to risk the entire Internet’s promise as a vigorous marketplace of ideas to 
serve the narrow purpose of protecting children from indecency. Instead, it 
transferred the burden of blocking unwanted communications from source 
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ISPs to the destination. Legally, there seemed to be nowhere else to control 
speech except at the point where it came out of the cloud and was delivered 
to the listener.

DEFENDING ELECTRONIC FREEDOMS

The Electronic Frontier Foundation, www.eff.org, is the leading public advocacy 
group defending First Amendment and other personal rights in cyberspace. 
Ironically, it often finds itself in opposition with media and telecommunica-
tions companies. In principle, communications companies should have the 
greatest interest in unfettered exchange of information. In actual practice, 
they often benefit financially from policies that limit consumer choice or 
expand surveillance and data gathering about private citizens. The EFF was 
among the plaintiffs bringing suit in the case that overturned the CDA.

Lost in the 1995–1996 Internet indecency hysteria was the fact that the 
“Carnegie Mellon report” that started the legislative ball rolling had been 
discredited almost as soon as the Time Magazine story appeared. The report’s 
author, Martin Rimm, was an electrical engineering undergraduate. His 
study’s methodology was flawed—and perhaps fraudulent. For example, he 
told adult bulletin board operators that he was studying how best to mar-
ket pornography online and that he would repay them for their cooperation 
by sharing his tips.21 His conclusions were unreliable. Why hadn’t that been 
caught when his article was published? Because the article was not a product 
of Georgetown University, as Senator Grassley had said. Rather, it appeared in 
the Georgetown Law Review, a student publication that used neither peer nor 
professional reviewers. Three weeks after publishing the “Cyberporn” article, 
Time acknowledged that Rimm’s study was untrustworthy. In spite of this 
repudiation, Rimm salvaged something from his efforts: He published a book 
called The Pornographer’s Handbook: How to Exploit Women, Dupe Men, & 
Make Lots of Money.

Protecting Good Samaritans—and 
a Few Bad Ones

The Stratton Oakmont v. Prodigy decision, which discouraged ISPs from exer-
cising any editorial judgment, had been handed down in 1995, just as Con-
gress was preparing to enact the Communications Decency Act to protect 
children from Internet porn. Congress recognized that the consequences of 
Stratton Oakmont would be fewer voluntary efforts by ISPs to screen their 
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sites for offensive content. So, the bill’s sponsors added a “Good Samaritan” 
provision to the CDA.

The intent was to allow ISPs to act as editors without running the risk that 
they would be held responsible for the edited content, thus putting themselves 
in the jam in which Prodigy had found itself. So the CDA included a provision 
absolving ISPs of liability on account of anything they did, in good faith, to 
filter out “obscene, lewd, lascivious, filthy, excessively violent, harassing, or 
otherwise objectionable” material. For good measure, the CDA pushed the 
Cubby court’s “distributor” metaphor to the limit, and beyond. ISPs should 
not be thought of as publishers or as sources either. “No provider or user of 
an interactive computer service shall be treated as the publisher or speaker 
of any information provided by another information content provider.”22 This 
was the bottom line of Section 230 of the CDA, and it meant that there would 
be no more Stratton Oakmont v. Prodigy catch-22s.

When the U.S. Supreme Court struck down the CDA in 1996, it negated 
only the display provisions, the clauses that threatened the providers of 
“indecent” content. The Good Samaritan clause was allowed to stand and 
remains the law today. ISPs can do as much as they want to filter or censor 
their content, without any risk that they will assume publishers’ liabilities in 
the process—or as little as they choose, as Ken Zeran learned to his sorrow a 
few years later.

THE CDA AND DISCRIMINATION

The “Good Samaritan” clause envisioned a sharp line between “service 
providers” (which got immunity) and “content providers” (which did 
not). But as the technology world evolved, the distinction became fuzzy. 
A  roommate-matching service was sued in California, on the basis that it 
invited users to discriminate by categorizing their roommate preferences 
(women only, for example). A court ruled that the operators of the website 
were immune as service providers. An appeals court reversed the decision, 
on the basis that the website became a content provider by filtering the 
information applicants provided: People seeking female roommates would 
not learn about men looking for roommates. There was nothing wrong with 
that, but the principle that the roommate service had blanket protection, 
under the CDA, to filter as it wished would mean that with equal impunity, it 
could ask about racial preferences and honor them. That form of discrimina-
tion would be illegal in newspaper ads. “We doubt,” wrote the appeals court 
judge, “this is what Congress had in mind when it passed the CDA.”23
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The worst terrorist attack in history on U.S. soil prior to the 2001 destruc-
tion of New York’s World Trade Center was the bombing of the Alfred P. Mur-
rah Federal Building in Oklahoma City on April 19, 1995. The bombing killed 
168 people, some of them children in a day care center. Hundreds more were 
injured when the building collapsed around them and glass and rubble rained 
down on the neighborhood.

Less than a week later, someone with screen name “Ken ZZ03” posted an 
advertisement on an America Online (AOL) bulletin board. Ken had “Naughty 
Oklahoma T-Shirts” for sale. Among the available slogans were “Visit 
 Oklahoma—it’s a Blast” and “Rack’em, Stack’em, and Pack’em— Oklahoma 
1995.” Others were even cruder and more tasteless. To get your T-shirt, said 
the ads, you should call Ken. The posting gave Ken’s phone number.

The number belonged to Ken Zeran, an artist and filmmaker in Seattle, 
Washington. Zeran had nothing to do with the posting on AOL. It was a hoax.

Ken Zeran started to receive calls. Angry, insulting calls. Then death threats.
Zeran called AOL and asked them to take down the posting and issue a 

retraction. An AOL employee promised to take down the original posting but 
said retractions were against company policy.

The next day, an anonymous poster with a slightly different screen name 
offered more T-shirts for sale, with even more offensive slogans.

Call Ken. And by the way—there’s high demand. So if the phone is busy, 
call back.

Zeran kept calling AOL to ask that the postings be removed and that further 
postings be prevented. AOL kept promising to close down the accounts and 
remove the postings, but it didn’t. By April 30, Ken was receiving a phone call 
every two minutes. Ken’s art business depended on that phone number; he 
couldn’t change it or fail to answer it without losing his livelihood.

About this time, Shannon Fullerton, the host of a morning drive-time radio 
talk show on KRXO in Seattle, received by email a copy of one of the postings. 
Usually his show was full of light-hearted foolishness, but after the bombing, 
Fullerton and his radio partner had devoted several shows to sharing commu-
nity grief about the Oklahoma City tragedy. Fullerton read Ken’s T-shirt slo-
gans over the air. And he read Ken’s telephone number and told his listeners 
to call Ken and tell him what they thought of him.

Zeran got even more calls and more death threats. Fearing for his safety, he 
obtained police surveillance of his home. Most callers were not interested in 
hearing what Ken had to say when he answered the phone, but he managed to 
keep one on the line long enough to learn about the KRXO broadcast. Zeran 
contacted the radio station. KRXO issued a retraction, after which the number 
of calls Ken received dropped to 15 per day. Eventually, a newspaper exposed 
the hoax. AOL finally removed the postings, after having left them visible for 
a week. Ken’s life began to return to normal.
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Zeran sued AOL, claiming defamation, among other things. By putting up 
the postings and leaving them up long after it had been informed that they 
were false, AOL had damaged him severely, he claimed.

The decision went against Zeran, and the lower court’s decision held up 
on appeal. AOL certainly had behaved like a publisher, by communicating the 
postings in the first place and by choosing not to remove them when informed 
that they were fraudulent. Unlike the defendant in the Cubby v.  CompuServe 

case, AOL knew exactly what it 
was publishing. But the Good 
Samaritan provision of the CDA 
specifically stated that AOL 
should not legally be treated as 
a publisher. AOL had no liability 
for Zeran’s woes.24

Zeran’s only recourse was to 
identify the actual speaker, the 
pseudonymous Ken ZZ03 who 
made the postings. And AOL 
would not help him do that. 
Everyone felt sorry for Ken, but 
the system gave him no help.

The posters could evade responsibility as long as they remained anony-
mous, as they easily could on the Internet. And Congress had given the ISPs a 
complete waiver of responsibility for the consequences of false and damaging 
statements, even when the ISPs knew they were false. Had anyone in Congress 
thought through the implications of the Good Samaritan clause?

Laws of Unintended Consequences

The Good Samaritan provision of the CDA has been the friend of free speech 
and a great relief to Internet service providers. Yet its application has defied 
logical connection to the spirit that created it. In ruling for backpage.com, a 
federal district court echoed the frustration voiced by M. A.’s mother and others:

Let me make it clear that the court is not unsympathetic to the tragic 
plight described by Jane Doe No. 1, Jane Doe No. 2, and Jane Doe 
No. 3. Nor does it regard the sexual trafficking of children as anything 
other than an abhorrent evil. Finally, the court is not naïve—I am fully 
aware that sex traffickers and other purveyors of illegal wares ranging 
from drugs to pornography exploit the vulnerabilities of the  Internet as 
a marketing tool. Whether one agrees with its stated policy or not…,  
Congress has made the determination that the balance between 

WAS THE RADIO STATION LIABLE?

Zeran sued the radio station separately 
but failed in that effort as well. Much 
as he may have suffered, reasoned the 
court, it wasn’t defamation because 
none of the people who called him 
even knew who Ken Zeran was—so his 
reputation couldn’t possibly have been 
damaged when the radio station spoke 
ill of “Ken”!25
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suppression of trafficking and freedom of expression should be struck 
in favor of the latter in so far as the Internet is concerned.26

The CDA also created a safe space for libel. Sidney Blumenthal was an aide 
of Bill Clinton while he was president. Blumenthal’s job was to dish dirt on 
the president’s enemies. On August 11, 1997, conservative online columnist 
Matt Drudge reported, “Sidney Blumenthal has a spousal abuse past that has 
been effectively covered up.” The White House denied it, and the next day 
Drudge withdrew the claim. The Blumenthals sued AOL, which had a deal with 
Drudge—and had deeper pockets: The Blumenthals asked for $630,000,021. 
AOL was as responsible for the libel as Drudge, claimed the Blumenthals, 
because AOL could edit what Drudge supplied. AOL could even insist that 
Drudge delete items AOL did not want posted. The court sided with AOL and 
cited the Good Samaritan clause of the CDA. AOL couldn’t be treated like a 
publisher, so it couldn’t be held liable for Drudge’s falsehoods. Case closed.27

It was against this context that the Good Samaritan clause of the Commu-
nications Decency Act strangely came to protect the use of the Internet for 
sex crimes.

In 1998, Jane and John Doe, a mother and her minor son, sued AOL for 
harm inflicted on the son. The Does alleged that AOL chat rooms were used 
to sell pornographic images of the boy made when he was 11 years old. They 
claimed that in 1997, Richard Lee Russell had lured John and two other boys 
to engage in sexual activities with each other and with Russell. Russell then 
used AOL chat rooms to market photographs and videotapes of these sexual 
encounters.

Jane Doe complained to AOL. Under the terms of its agreement with its 
users, AOL specifically reserved the right to terminate the service of anyone 
engaged in such improper activities. And yet AOL did not suspend Russell’s 
service or even warn him to stop what he was doing. The Does wanted com-
pensation from AOL for its role in John Doe’s sexual abuse.

The Does lost. Citing the Good Samaritan clause and the precedent of the 
Zeran decision, the Florida courts held AOL blameless. Online service provid-
ers that knowingly allow child pornography to be marketed on their bulletin 
boards could not be treated as though they had published ads for kiddie porn.

The Does appealed and lost again. The decision in AOL’s favor was 4–3 at 
the Florida Supreme Court. Judge J. Lewis fairly exploded in his dissenting 
opinion. The Good Samaritan clause was an attempt to remove disincentives 
from the development of filtering and blocking technologies, which would 
assist parents in their efforts to protect children. “It is inconceivable,” wrote 
Lewis, that Congress intended the CDA to shield from potential liability an 
ISP alleged to have taken absolutely no actions to curtail illicit activities…
while profiting from its customer’s continued use of the service.” The law had 
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been transformed into one “which both condones and exonerates a flagrant 
and reprehensible failure to act by an ISP in the face of…material unquestion-
ably harmful to children.” This made no sense, opined Lewis. The sequence 
of decisions, he wrote, “thrusts Congress into the unlikely position of having 
enacted legislation that encourages and protects the involvement of ISPs as 
silent partners in criminal enterprises for profit.”28

The problem, as Judge Lewis saw it, was that it wasn’t enough to say that 
ISPs were not like publishers. They really were more like distributors—as Ken 
Zeran had tried to argue—and distributors are not entirely without respon-
sibility for what they distribute. A trucker who knows he is carrying child 
pornography and is getting a cut of the profits has some legal liability for his 
complicity in illegal commerce. His role is not that of a publisher, but it is 
not nothing either. The Zeran court had created a muddle by using the wrong 
analogy. Congress had made the muddle possible by saying nothing about the 
right analogy after saying that publishing was the wrong one.

All this led, some 20 years later, to the harrowing frustration of M. A.’s 
mother. In denying the appeal in the case against backpage.com, the First 
Circuit Court of Appeals made clear that the CDA was intentionally broad, 
and if it needed to be narrowed, it was up to Congress to alter it, not the 
courts to reinterpret it. “Congress did not sound an uncertain trumpet when it 
enacted the CDA, and it chose to grant broad protections to Internet publish-
ers. Showing that a website operates through a meretricious business model 
is not enough to strip away those protections. If the evils that the appellants 
have identified are deemed to outweigh the First Amendment values that 
drive the CDA, the remedy is through legislation, not through litigation.”29

Can the Internet Be Like a Magazine Store?

After the display provision of the CDA was ruled unconstitutional in 1997, 
Congress went back to work to protect America’s children. The Child Online 
Protection Act (COPA), passed into law in 1998, contained many of the key 
elements of the CDA but sought to avoid the CDA’s constitutional problems 
by narrowing it. It applied only to “commercial” speech and criminalized 
knowingly making available to minors “material harmful to minors.” For the 
purposes of this law, a “minor” was anyone under 17. The statute extended the 
Miller test for obscenity to create a definition of material that was not obscene 
but was “harmful to minors”:

The term “material that is harmful to minors” means any communica-
tion…that (A) the average person, applying contemporary community 
standards, would find, taking the material as a whole and with respect 



CHAPTeR 7  YOu CAN’T SAY THAT ON THe INTeRNeT 211

to minors, is designed to appeal to…the prurient interest; (B) depicts, 
describes, or represents, in a manner patently offensive with respect 
to minors,…[a] sexual act, or a lewd exhibition of the genitals or 
post- pubescent female breast; and (C) taken as a whole, lacks serious 
literary, artistic, political, or scientific value for minors.30

COPA was challenged immediately and never took effect. A federal judge 
enjoined the government from enforcing it, ruling that it was likely to be 
unconstitutional. The matter bounced between courts through two presiden-
cies. The case started out as ACLU v. Reno, for a time was known as ACLU v. 
Ashcroft, and was decided as ACLU v. Gonzalez. The judges were uniformly 
sympathetic to the intent of Congress to protect children from material they 
should not see. But in March 2007, the ax finally fell on COPA. Judge Lowell 
A. Reed, Jr., of U.S. District Court for the Eastern District of Pennsylvania, 
confirmed that the law went too far in restricting speech.

Part of the problem was with the vague definition of material “harmful to 
minors.” The prurient interests of a 16-year-old were not the same as those of 
an 8-year-old; and what had literary value for a teenager might be valueless 
for a younger child. How would a website designer know which standard to 
use to avoid the risk of imprisonment?

But there was an even more basic problem. COPA was all about keeping 
away from minors material that would be perfectly legal for adults to have. 
It put a burden on information distributors to ensure that recipients of such 
information were of age. COPA provided a “safe harbor” against prosecution 
for those who in good faith checked the ages of their customers. Congress 
imagined a magazine store where the clerks wouldn’t sell dirty magazines to 
children who could not reach the countertop and might ask for identification 
of any who appeared to be of borderline age. The law envisioned that some-
thing similar would happen in cyberspace:

It is an affirmative defense to prosecution under this section that the 
defendant, in good faith, has restricted access by minors to material 
that is harmful to minors (A) by requiring use of a credit card, debit 
account, adult access code, or adult personal identification number; (B) 
by accepting a digital certificate that verifies age; or (C) by any other 
reasonable measures that are feasible under available technology.

The big problem was that these methods either didn’t work or didn’t even 
exist. Not every adult has a credit card, and credit card companies don’t want 
their databases used to check customers’ ages. And if you don’t know what 
is meant by an “adult personal identification number” or a “digital certificate 
that verifies age,” don’t feel badly—neither do we. Clauses (B) and (C) were 
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basically a plea from Congress for the industry to come up with some techni-
cal magic for determining age at a distance.

In the state of the art, however, computers can’t reliably tell if the party 
on the other end of a communications link is human or is another computer. 
For a computer to tell whether a human is over or under the age of 17, even 
imperfectly, would be very hard indeed. Mischievous 15-year-olds could get 
around any simple screening system that could be used in the home. The 
Internet just isn’t like a magazine store.

Even if credit card numbers or personal identification systems could dis-
tinguish children from adults, Judge Reed reasoned, such methods would 
intimidate computer users. Fearful of identity theft or government surveil-
lance, many computer users would refuse interrogation and would not reveal 
personal identifying information as the price for visiting websites deemed 
“harmful to minors.” The vast electronic library would, in practice, fall into 
disuse and start to close down, just as an ordinary library would become 
useless if everyone venturing beyond the children’s section had to endure a 
background check.

Congress’s safe harbor recommendations, concluded Judge Reed, if they 
worked at all, would limit Internet speech drastically. Information adults had 
a right to see would, realistically, become unavailable to them. The filtering 
technologies noted when the CDA was struck down had improved, so the gov-
ernment could not credibly claim that limiting speech was the only possible 
approach to protecting children. And even if the free expression concerns 
were calmed or ignored, and even if everything COPA suggested worked per-
fectly, plenty of smut would still be available to children. The Internet was 
borderless, and COPA’s reach ended at the U.S. frontier. COPA couldn’t stop 
the flood of harmful bits from abroad.

Summing up, Reed quoted the thoughts of Supreme Court Justice Kennedy 
about a flag-burning case: “The hard fact is that sometimes we must make 
decisions we do not like. We make them because they are right, right in the 
sense that the law and the Constitution, as we see them, compel the result.” 
Much as he was sympathetic to the end of protecting children from harm-
ful communications, Judge Reed concluded, “perhaps we do the minors of 
this country harm if First Amendment protections, which they will with age 
inherit fully, are chipped away in the name of their protection.”31

Let Your Fingers Do the Stalking

Newsgroups for sharing sexual information and experiences started in the 
early 1980s. By the mid-1990s, there were specialty sites for every orienta-
tion and inclination. So when a 28-year-old woman entered an Internet chat 
room in 1998 to share her sexual fantasies, she was doing nothing out of the 
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ordinary. She longed to be assaulted, she said, and invited men reading her 
email to make her fantasy a reality. “I want you to break down my door and 
rape me,” she wrote.

What was unusual was that she gave her name and address—and instruc-
tions about how to get past her building’s security system. Over a period of 
several weeks, nine men took up her invitation and showed up at her door, 
often in the middle of the night. When she sent them away, she followed up 
with a further email to the chat room, explaining that her rejections were just 
part of the fantasy.32

In fact, the “woman” sending the emails was Gary Dellapenta, a 50-year-
old security guard whose attentions the actual woman had rebuffed.33 The 
victim of this terrifying hoax did not even own a computer. Dellapenta was 
caught because he responded directly to emails sent to entrap him. He was 
convicted and imprisoned under a recently enacted California anti-“cyber-
stalking” statute. The case was notable not because the events were unusual 
but because it resulted in a prosecution and conviction. Most victims are not 
so successful in seeking redress. Most states lacked appropriate laws, and 
most victims could not identify their stalkers. Sometimes the stalker did not 
even know the victim—but simply found her contact information somewhere 
in cyberspace.

Speeches and publications with frightening messages have long received 
First Amendment protections in the United States, especially when their sub-
ject is political. Only when a message is likely to incite “imminent lawless 
action” (in the words of a 1969 Supreme Court decision) does speech become 
illegal—a test rarely met by printed words.34 This high threshold for govern-
ment intervention builds on a “clear and present danger” standard explained 
most eloquently by Justice Louis Brandeis in a 1927 opinion:

Fear of serious injury cannot alone justify suppression of free speech.…
No danger flowing from speech can be deemed clear and present, 
unless the incidence of the evil apprehended is so imminent that it 
may befall before there is opportunity for full discussion.35

Courts apply the same standard to websites. An anti-abortion group listed 
the names, addresses, and license plate numbers of doctors performing abor-
tions on a website called the “Nuremberg Files.” It suggested stalking the 
doctors and updated the site by graying out the names of those who had been 
wounded and crossing off those who had been murdered. The website’s cre-
ators acknowledged that abortion was legal and claimed not to be threatening 
anyone—only collecting dossiers in the hope that the doctors could at some 
point in the future be held accountable for “crimes against humanity.” The 
anti-abortion group was taken to court in a civil action. After a long legal 
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process, the group was found liable for damages because “true threats of vio-
lence were made with the intent to intimidate.”

The courts had a very difficult time with the question of whether the 
Nuremberg Files website was threatening or not, but there was nothing intrin-
sic to the mode of publication that complicated that decision. In fact, the 
same group had issued paper “WANTED” posters, which were equally part 
of the materials at issue. Reasonable jurists could, and did, come to different 
conclusions about whether the text on the Nuremberg Files website met the 
judicial threshold.36

But the situation of Dellapenta’s victim and other women in similar situa-
tions seemed to be different. The scores being settled at the expense of these 
women had no political dimensions. There were already laws against stalking 
and telephone harassment; the Internet was being used to recruit proxy stalk-
ers and harassers. Following the lead of California and other states, Congress 
passed a federal anti-cyberstalking law.

Like an Annoying Telephone Call?

The 2005 Violence Against Women and Department of Justice Reauthori-
zation Act37 (signed into law in early 2006) assigned criminal penalties to 
anyone who:

…utilizes any device or software that can be used to originate telecom-
munications or other types of communications that are transmitted, in 
whole or in part, by the Internet…without disclosing his identity and 
with intent to annoy, abuse, threaten, or harass any person.

The clause was little noticed when the act was passed in the House on a 
voice vote and in the Senate unanimously.

Civil libertarians again howled, this time about a single word in the legis-
lation. It was fine to outlaw abuse, threats, and harassment by Internet. Those 
terms had some legal history. Although it was not always easy to tell whether 
the facts fit the definitions, at least the courts had standards for judging what 
these words meant.

But “annoy”? People put lots of annoying things on websites and say 
lots of annoying things in chat rooms. There is even a website, annoy.com, 
devoted to posting annoying political messages anonymously. Could Congress 
really have intended to ban the use of the Internet to annoy people?

Congress had extended telephone law to the Internet, on the principle that 
harassing VoIP calls should not receive more protection than harassing land-
line telephone calls. In using broad language for electronic communications, 
however, it created another in the series of legal muddles about the aptness 
of a metaphor.
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The Telecommunications Act of 193438 made it a criminal offense for any-
one to make “a telephone call, whether or not conversation ensues, without 
disclosing his identity and with intent to annoy, abuse, threaten, or harass any 
person at the called number.” In the world of telephones, the ban posed no 
threat to free speech because a telephone call is one-to-one communication. 
If the person you are talking to doesn’t want to listen, your free speech rights 
are not infringed. The First Amendment gives you no right to be sure any-
one in particular hears you. If your phone call is unwelcome, you can easily 
find another forum in which to be annoying. The CDA, in a clause that was 
not struck down along with the display provisions, extended the prohibition 
to faxes and emails—still, basically, person-to-person communications. But 
harassing VoIP calls were not criminal under the Telecommunications Act. In 
an effort to capture all telephone-like technologies under the same regula-
tion, the same clause was extended to all forms of electronic communication, 
including the vast “electronic library” and “most participatory form of mass 
speech” that is the Internet.

Defenders of the law assured alarmed bloggers that “annoying” sites would 
not be prosecuted unless they also were personally threatening, abusive, or 
harassing. This was an anti-cyberstalking provision, they argued, not a cen-
sorship law. Speech protected by the First Amendment would certainly be safe. 
Online publishers, on the other hand, were reluctant to trust prosecutors’ judg-
ment about where the broadly written statute would be applied. And based on 
the bizarre and unexpected uses to which the CDA’s Good Samaritan provi-
sions had been put, there was little reason for confidence that the legislative 
context for the law would restrict its application to one corner of cyberspace.

The law was challenged by The Suggestion Box, which described itself as 
helping people send anonymous emails for reasons such as to “report sensitive 
information to the media” and to “send crime tips to law enforcement agen-
cies anonymously.”39 The law, as the complaint argued, might criminalize the 
sort of employee whistleblowing that Congress encouraged in the aftermath of 
scandals about corporate accounting practices. The Suggestion Box dropped 
its challenge when the government stated that mere annoyances would not be 
prosecuted—only communications meant “to instill fear in the victim.” So the 
law remained in force, with many left wishing that Congress would be more 
precise with its language!

Digital Protection, Digital Censorship, and 
Self-Censorship

The First Amendment’s ban on government censorship complicates gov-
ernment efforts to protect the safety and security of U.S. citizens. Given a 
choice between protection from personal harm and some fool’s need to spout 
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profanities, most of us would opt for safety. Security is immediate, and free-
dom is long term, and most people are short-range thinkers. Most people think 
of security as a personal thing and gladly leave it to the government to worry 
about the survival of the nation.

But in the words of one scholar, the 
bottom line on the First Amendment 
is that “in a society pledged to self- 
government, it is never true that, in the 
long run, the security of the nation is 
endangered by the freedom of the peo-
ple.”40 The Internet censorship bills have 

passed Congress by wide margins because members of Congress dare not be 
on record as voting against the safety of their constituents—and especially 
against the safety of children. Relatively isolated from political pressure, the 
courts have repeatedly undone speech- restricting legislation passed by elected 
officials.

Free speech precedes the other freedoms enumerated in the Bill of Rights, 
but not just numerically. In a sense, it precedes them logically as well. In the 
words of Supreme Court Justice Benjamin Cardozo, it is “the matrix, the indis-
pensable condition, of nearly every other form of freedom.”41

For most governments, the mis-
givings about censoring electronic 
information are less profound.

In mainland China, you can’t 
get to Gmail, YouTube, Pinterest, 
or Facebook. In Saudi Arabia, you 
can’t get to www.sex.com. Many 
religiously conservative nations 
censor sites that promote religions 
deviating from the national norm. 
Denying the holocaust is unlawful 
in Germany, and sites promoting 
such denials are inaccessible there.42

The disparity of information 
freedom standards between the 
United States and other countries 
creates conflicts when electronic 
transactions involve two nations. 
As discussed in Chapter 3, “Who 
Owns Your Privacy?,” China insists 
that Google not help its citizens 
get information the government 

INTERNET FREEDOM

A great many organizations devote 
significant effort to maintaining 
the Internet’s potential as a free 
marketplace of ideas. In addition to 
EFF, mentioned earlier in this chap-
ter, some others include the Elec-
tronic Privacy Information Center 
(www.epic.org); The Free Expression 
Network (freeexpression.org), which 
is actually a coalition; the American 
Civil Liberties Union (www.aclu.org); 
Lumen (lumendatabase.org), which 
catalogs material that has been 
removed from the Web due to legal 
threats; and the Freedom House 
reports (https://freedomhouse.org/
report-types/freedom-net), which 
catalog Internet censorship globally.

Given a choice between 
protection from personal 
harm and some fool’s need 
to spout profanities, most 
of us would opt for safety.
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does not want them to have. If you try to get to certain websites from your 
hotel room in Shanghai, you suddenly lose your Internet connection, with no 
explanation. You might think there was a glitch in the network somewhere, 
except that you can reconnect and visit other sites with no problem. Visitors 
to China routinely avoid surveillance by using VPN connections, but connect-
ing to the Internet in China is risky for other reasons. It is so likely that users 
there will be infected with malware that it is now standard practice for busi-
nesspeople to use laptops, tablets, and phones that have on them no data they 
aren’t willing to disclose and to have these devices scrubbed to their factory 
settings after they are brought back from abroad.

Self-censorship by Internet companies is also increasing—and it is the price 
they pay for doing business in certain countries. A Google official described 
censorship as the company’s “No. 1 barrier to trade.”43 Stirred by the potential 
costs in lost business and legal battles, Internet companies have become out-
spoken information libertarians, even as they do what must be done to meet 
the requirements of foreign governments. It is easy for Americans to shrug 
their isolationist shoulders over such problems. As long as all the information 
is available in the United States, one might reason, who cares what version 
of Google or YouTube runs in totalitarian regimes abroad? That is for those 
countries to sort out.

But the free flow of information into the United States is threatened by the 
laws of other nations about the operation of the press. Consider the case of 
Joseph Gutnick and Barron’s magazine.

On October 30, 2000, the financial weekly Barron’s published an article 
suggesting that Australian businessman Joseph Gutnick was involved in 
money laundering and tax evasion. Gutnick sued Dow Jones Co., the pub-
lisher of Barron’s, for defamation.44 The suit was filed in an Australian court. 
Gutnick maintained that the online edition of the magazine, available in Aus-
tralia for a fee, was in effect published in Australia. Dow Jones countered that 
the place of “publication” of the online magazine was New Jersey, where its 
web servers were located. The suit, it argued, should have been brought in a 
U.S. court and judged by the standards of U.S. libel law, which are far more 
favorable to the free speech rights of the press. The Australian court agreed 
with Gutnick, and the suit went forward. Gutnick ultimately won an apology 
from Dow Jones and $580,000 in fines and legal costs.45

The implications seem staggering. Americans on American soil expect to 
be able to speak very freely, but the Australian court claimed that the global 
Internet made Australia’s laws applicable, regardless of where the bits reach-
ing Australian soil may have originated. The Amateur Action conundrum 
about what community standards apply to the borderless Internet had been 
translated to the world of global journalism. Will the freedom of the Internet 
press henceforth be the minimum applying to any of the nations of the earth? 
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Is it possible that a rogue nation could cripple the global Internet press by 
extorting large sums of money from alleged defamers or by imposing death 
sentences on reporters it claimed had insulted their leaders?46

The American press tends to fight hard for its right to publish the truth, 
but the censorship problems reach into Western democracies more insidiously 
for global corporations not in the news business. It is sometimes easier for 
American companies to meet the minimum “world” standards of information 
freedom than to keep different information available in the United States. 
There may even be reasons in international law and trade agreements that 
make such accommodations to censorship more likely. Consider the trials of 
Yahoo! France.

In May 2000, the League Against Racism and Anti-Semitism (LICRA, in its 
French acronym) and the Union of French Jewish Students (UEJF) demanded 
to a French court that Yahoo! stop making Nazi paraphernalia available for 
online auction, stop showing pictures of Nazi memorabilia, and prohibit the 
dissemination of anti-Semitic hate speech on discussion groups available 
in France. Pursuant to the laws of France, where the sale and display of 
Nazi items is illegal, the court concluded that what Yahoo! was doing was an 
offense to the “collective memory” of the country and a violation of Article 
R654 of the Penal Code. It told Yahoo! that the company was a threat to 
“internal public order” and that it had to make sure no one in France could 
view such items.

Yahoo! removed the items from the yahoo.fr site ordinarily available in 
France. LICRA and UEJF then discovered that from within France, they could 
also get to the American site, yahoo.com, by slightly indirect means. Reaching 
across the ocean in a manner reminiscent of the Australian court’s defama-
tion action, the French court demanded that the offending items, images, and 
words be removed from the American website as well.

Yahoo! resisted for a time, claiming it couldn’t tell where the bits were 
going—an assertion somewhat lacking in credibility since the company tended 
to attach French-language advertising to web pages if they were dispatched 
to locations in France. Eventually, Yahoo! made a drastic revision of its stan-
dards for the U.S. site. Hate speech was prohibited under Yahoo!’s revised 
service terms with its users, and most of the Nazi memorabilia disappeared. 
But Nazi stamps and coins were still available for auction on the U.S. site, as 
were copies of Mein Kampf. In November 2000, the French court affirmed and 
extended its order: Mein Kampf could not be offered for sale in France. The 
fines were adding up.

Yahoo! sought help in U.S. courts. It had committed no crime in the United 
States, it stated. French law could not leap the Atlantic and trump U.S. First 
Amendment protections. Enforcement of the French order would have a chill-
ing effect on speech in the United States. A U.S. district court agreed, and the 
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decision was upheld on appeal by a three-judge panel of the Court of Appeals 
for the Ninth Circuit (northern California).

But in 2006, the full 11-member court of appeals reversed the decision and 
found against Yahoo!. The company had not suffered enough, according to 
the majority opinion, nor tried long enough to have the French change their 
minds, for appeal to First Amendment protections to be appropriate. A dis-
senting opinion spoke plainly about what the court seemed to be doing. “We 
should not allow a foreign court order,” wrote Judge William Fletcher, “to be 
used as leverage to quash constitutionally protected speech.”47

Such conflicts will be more common in the future, as more bits flow across 
national borders. The laws, trade agreements, and court decisions of the next 
few years will shape the world of the future. For example, The European 
Union has implemented a “right to be forgotten,” which the European Court 
of Justice has interpreted to require search engines and other third parties to 
remove links to personal information that a European individual asserts is 
“inaccurate, inadequate, irrelevant or excessive”—including information that 
may have been truthful at the time of its posting. The Court of Justice of the 
European Union ruled that Mario Costeja González, a Spanish citizen, was 
entitled to have Google Spain remove a link to an article about an old fore-
closure auction on a debt he had subsequently paid.48 In the United States, 
by contrast, the First Amendment would protect search engines and other 
publishers of truthful—even if outdated—information.

Since then, search engines have received more and more requests to 
remove links on the grounds of right to be forgotten, and many are now 
complying with those demands in Europe—but preserving the relevant links 
in non- European searches. Some European data protection commissioners 
have argued that such local removal is insufficient, and the “forgotten” links 
should be removed globally. This dispute is ongoing.

It would be a sad irony if information liberty, so stoutly defended for 
 centuries in the United States, would fall in the twenty-first century to a com-
bination of domestic child protection laws and international money- making 
opportunities. But as one British commentator said when a  photo-hosting 
site removed photos to conform with orders from Singapore, Germany, Hong 
Kong, and Korea, “Libertarianism is all very well when you’re a hacker. But 
business is business.”49

What About Social Media?

Can you say whatever you want on a social network like Facebook? Are social 
platforms more like publishers or distributors? On the one hand, Facebook 
could not function at all if, like a publisher, it were held responsible for every 
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word posted by every one of its users.  Facebook users generate 4 petabytes 
of data every day.50 That is a massive amount of data. So the protections pro-
vided by Section 230 of the CDA mean that if Alice says something about Bob 
on Facebook that Bob doesn’t like, Facebook can’t be held liable.

On the other hand, Facebook doesn’t have to observe First Amendment 
guarantees of free speech. It can create rules of its own for what can be said 
in words or shown in imagery. And it does create these rules so that people 
will want to use Facebook. Many users would drop away if they found the 
experience unpleasant. So there are rules, and exceptions to the rules, and 
exceptions to the exceptions.

The rules get complicated because Facebook’s core mission is to connect 
people, lots of people, and different people are interested in talking about, 
showing, and seeing lots of different things. As Facebook explains,

To ensure that everyone’s voice is valued, we take great care to craft 
policies that are inclusive of different views and beliefs, in particular 
those of people and communities that might otherwise be overlooked 
or marginalized.51

Facebook allows no nudity, although baby photos are okay—but not if they 
show child abuse. And no bared breasts—unless the women are breastfeeding 
or have uncovered their breasts in an act of protest. Bared buttocks are gen-
erally out of bounds, but they are okay if they are satirically photoshopped 
onto an image of a public figure. There are rules about when acts of vio-
lence may be shown, what counts as impermissible hate speech, and a variety 
of other topics. And every rule is subject to interpretation and to judgment 
about intent. Who’s a “public figure”? What makes violence “gratuitous” and 
therefore impermissible? In the public sphere, these questions would be set-
tled by courts and lawmakers, with the First Amendment severely limiting 
how restrictive the standards could be. If a government promulgated and 
enforced rules like Facebook’s, Americans would shout “censorship,” though 
in China they might be regarded as necessary measures to create a “harmo-
nious society.”

As a private corporation, Facebook can do more or less what it likes. And 
yet it is not so simple. Almost half of the United States gets news via Face-
book. After Facebook was used during the 2016 presidential election to spread 
politically damaging “fake news”—fabricated stories that look like news—
Facebook took upon itself the role of sometimes policing the truth. It says it 
won’t generally remove material it knows to be false unless it violates some 
other one of its standards. But its algorithms have been tweaked so that users 
are less likely to see information it has identified as false.
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So denials of the Holocaust stay up but are given low display priority. Even 
viciously false anti-Semitic diatribes are not banned, but bare buttocks are. 
The complexities of First Amendment law are being replayed inside the walls 
of social media companies but without any bedrock principles. For example, 
fake news will be taken down if it is likely to result in bodily harm. What 
then of Pizzagate, a conspiracy theory that members of the Hillary Clinton 
presidential campaign were involved in a child sex trafficking ring run out of 
Comet Ping Pong, a Washington, DC, pizza parlor? The outlandish rumor was 
refuted, but the owner of the pizza parlor received death threats, and a man 
fired a gun in the restaurant as part of his personal “investigation.” Does that 
mean that Pizzagate should not be discussed on Facebook?

There is something severely discomfiting about all this, beyond the obvious 
fact that no set of decisions about what to allow will make everyone happy. 
The pioneers of the Internet imagined a re-creation, in cyberspace, of the 
public square of the early American democracy. In the words of John Perry 
Barlow, “We are creating a world where anyone, anywhere may express his 
or her beliefs, no matter how singular, without fear of being coerced into 
silence or conformity.”52 In practice, such expression may have stayed out 
of government control in the United States, but much of it under the con-
trol of a few people in Menlo Park, California—hardly a modern analog of 
an  eighteenth-century New England town meeting. Private fora facilitate 
remarkable conversations but are moderated by private parties who set the 
rules of the conversation. Unmoderated fora are so rife with such bullying 
and threats that participants don’t feel safe enough to exercise their nominal 
freedom of speech. There may be no happy medium.

Takedowns

The SESTA–FOSTA amendments spelled the end of backpage.com by making 
operators of Internet sites liable if their users were blatantly using the fora 
for sex trafficking. This limited step back from the broad guarantees of CDA 
Section 230 do not significantly change the basic picture: Operators of Inter-
net discussion fora are largely immune to liability for material posted by their 
users. But there is one important exception, in addition to the SESTA–FOSTA 
carve-outs: copyrighted material. Under 17 U.S. Code Section 512, a website 
operator has to take down material when notified that a user has posted it 
in violation of the owner’s copyright. To be precise, the operator of the site 
must take it down or be prepared to defend the posting as if the operator were 
the one who had posted the material. This seems fair, but with little cost to the 
complainant for making a complaint and potentially ruinous legal costs to the 
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site owner to defend the legality of material posted by a third party, Section 
512 provides an effective domestic censorship tool. If you don’t like what 
someone is saying about something you said, make a copyright infringement 
complaint about their use of your words (see Chapter 6, “Balance Toppled”).

Information freedom on the Internet is a tricky business. Technological 
changes happen faster than legal changes. When a technology shift alarms 
the populace, legislators respond with overly broad laws. By the time chal-
lenges have worked their way through the courts, another cycle of technol-
ogy changes has happened, and the slow heartbeat of lawmaking pumps out 
another poorly drafted statute.

The technology of radio and television has also challenged the legisla-
tive process, but in a different way. In the broadcast world, strong commer-
cial forces are arrayed in support of speech-restricting laws that have long 
since outgrown the technology that gave birth to them. We now turn to those 
changes in the radio world.
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